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#### Abstract

Modern mathematical apparatus, as well as achievements in the field of system analysis, game theory, graph theory, make it possible to algorithmize the process of solving the schedulling problem for various areas of human activity. To date, the areas of effective application of many well-known, including modern heuristic and metaheuristic, algorithms that have shown good results in practice have been analyzed and identified. However, despite the achievements in the field of discrete optimization, schedulling and network planning, new tasks of drawing up the so-called coordinated schedules in the field of multi-project planning, which take into account the preferences (requests) of specific schedulling executors, are still of practical interest. Approaches and main stages of solving the problems of building coordinated schedules in multi-project planning are considered, which is relevant for the development of new generation software and tools.
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## Introduction

The article considers theoretical and applied aspects of managing multi-project developments. The proposed approaches can be used to create a new generation of instrumental information systems, project management systems, which are distinguished by more complex management approaches compared to the well-known and widely used WBS (Work Breakdown Structure) models. The approaches considered in the article are partially based on some methods of calendar, network planning [1, 2], some of them are well studied, some algorithms used in practice have proven theoretical efficiency, which allows solving real practical problems in automatic mode. Of particular interest is the creation of application tools for different or similar project teams working simultaneously (in parallel) with several projects. Currently, there are no developed schedulling complexes for multiproject planning on the market, which is connected, firstly, with the complexity of such systems, and secondly, with the lack of a holistic view of their work. Justification of the application of the multigraph model in the problem of multiproject schedulling. The modern project support tools presented on the market are largely analogues of the well-known MS

Project system developed by Microsoft and implement models and methods similar in nature and algorithms. Analyzing such systems, a number of interesting conclusions can be drawn. For example, some products use hierarchical models of enlarged tasks, project stages, without taking into account the fact that projects can be executed simultaneously or in parallel. Also, the preferences (requests) of performers are not taken into account, which does not allow building coordinated schedules in automatic mode. The vast majority of well-known modern schedulling tools for project activities use fairly common decomposition approaches, very often the WBS hierarchical model. Such tools are perfectly compatible with SADT and IDEF0, however, do not take into account a number of important features. Let us hypothetically imagine that the processes or real applied work of the project activity are described in the SADT language, which is a common practice. Then the applied implementation of the schedulling tool in a high-level programming language can be based on the ideas of recursive hierarchical decomposition by John McCarthy, Richard Bellman [3, 4], Jacon [5], Lester Ford, Floyd and other researchers. But the reality is almost always much more complicated.

We cannot guarantee that the actual project activity will be the same as in the SADT model. We must state (with regret) the obvious fact: any hierarchical models are too limited for use in network and schedulling problems. They are not adequate for solving real problems.

Consider a network diagram $\bar{G}=(\bar{V} ; \bar{E})$, in which a set of design works (processes) $\left\{j b_{i}\right\}$ are associated with arcs (connections) of the digraph $j b_{i} \equiv e_{i} \in \bar{E}$ and corresponding events $\nu_{x} \in \bar{V}$, each of those describes the end of a certain enlarged stage of the project $x$. The obvious advantage of such a network model over the above hierarchical one is the additional flexibility, since each next level in the tree hierarchy always has a single root. Thus, some event $\nu_{x}$ can aggregate specific achieved results obtained on sets of previously performed parallel works $\left\{\nu_{x-1}, \nu_{x-2}, \ldots, \nu_{0}\right\}$, which in principle cannot be achieved using a hierarchical model.

Suppose the digraph is presented and formed in a functional or object-oriented programming language (a simple abstraction), which does not create any particular difficulties in the process of applied implementation of this model, but the limitations that arise at this stage are also very significant. In fact, the model of a set of works in the form of a single digraph is not optimal and suitable for practice - it is not much better than a hierarchical model. Such is the reality. But there is a way out. It consists in increasing the level of abstraction and unifying the overall scheme with getting rid of unnecessary assumptions and problems. The more abstract and high-level a model is, the better it is for practice, almost always. Existing solutions are too specific, which does not allow them to be practically suitable. A work package model in the form of a network graph is great, but what should be done if you need to have one model of several work packages, including those performed in parallel in time? A higher level model is needed.

Multiproject planning actually implies that the main model of activity of the joint team of project developers is a directed multigraph $\overline{G M}=\left(\overline{V_{d m}} ; \overline{E_{d m}}\right)$, such that $\overline{G M}=\left\{\overline{G_{1}}, \overline{G_{2}}, \ldots, \overline{G_{D m}}\right\}$ on a set of connectivity domains $\overline{D m}$. Using the multigraph model $\overline{G M}$, in comparison with the digraph model $\bar{G}$, allows you to go up a notch and take into account some additional elements in network planning, for example, the parallel execution of several projects by the same organization. This requires applied tools for solving multi-project problems, which are not currently available.

## Implementation of the problem of multiproject planning for managing schedules on graphs

Consider a specific example of the representation of the problem of multiproject planning in the form of a complex of typical problems of schedulling on graphs. Let's take a typical scenario, when several parallel projects (let's say four) are executed with different start dates and contain unique, different jobs with different durations, each graph node has a unique identifier (string, number or Guid). Simplified abstract examples of projects are presented in Fig. 1 .

As can be seen from the models shown in Fig. 1, many parallel projects $A, B, C, D$ are independent or may have common work used (testing, writing project documentation, instructions for users). There is a need for generalized, unified methods for solving such problems in practice, which are the basis for creating powerful tools for multi-project planning using a deterministic Turing machine [6].
A. Stages of solving the problem of multiproject planning. Let's briefly consider the formulation of the problem of forming schedules agreed with the performers in multiproject planning.

Given:

1. A set of works or processes, for which properties are set: associations, when the enlarged work consists of simpler works; connectivity; lack of closed loops:

$$
\gamma_{J B_{i}, J B_{j}}= \begin{cases}1, & \text { if } J B_{i} \rightarrow J B_{j} \\ -1, & \text { if } J B_{j} \rightarrow J B_{i} \\ 0, & \text { if } J B_{i} \rightarrow J B_{j} \text { independent. }\end{cases}
$$

2. A given multigraph $\overline{G M}=\left(\overline{V_{d m}} ; \overline{E_{d m}}\right)$, such as $\overline{G M}=\left\{\overline{G_{1}}, \overline{G_{2}}, \ldots, \overline{G_{D m}}\right\}$, on the set of connectivity domains. Describes the work planning sequence $j b_{i} \equiv e_{i} \in \overline{E_{d m}} \in \bar{E}$.
3. Segments of planning $t_{d m}^{s t} \in \bar{T}$, or initial (starting) $p t_{d m}^{s t}[t, d, m, y]$ points for the formation of schedules at a certain time.
4. The normative duration $T_{j b}^{H}$ of the planned work, which is approved by the performers and agreed with the Center. To determine it, the methods of passive and active examination can be used, as well as a survey of performers with the definition of "pessimistic"


Fig. 1. A simplified example of a multigraph representation for projects $A, B, C, D$. $\mathrm{AD}-\mathrm{BD}$, $\mathrm{BC}-\mathrm{BD}$ - common works in use; AA, AC, BA - designation of stages or milestones of the project
and "optimistic" estimate $T_{j b}^{\min }, T_{j b}^{\max }$. Other ways to determine the standards can be obtained using the techniques of restorative-predictive normalization $[7,8]$ or the case approach [9].
5. Basic time interval $\Delta T$ (window, slot), which is an indivisible segment of continuous time $[t, t+\Delta T]$.
List of main restrictions.
6. A set of hard constraints, formalized in the form of corresponding tuples of working and non-working time:

$$
H_{p}[d,(t+\Delta T)]= \begin{cases}1, & \text { if the day } d \text { and time work }[d,(t+\Delta T)] \text { is allowed; } \\ 0, & \text { if work is not allowed }\end{cases}
$$

7. Many soft restrictions. They are formed during the implementation of the procedure for agreeing on the preferences of performers and the Center $\left\{A g_{i}\right\}$ ( $A g$ - an agent):

$$
S_{p i}[d,(t+\Delta T)]= \begin{cases}1, & \text { preferred accommodation }\left(a_{i}, j b_{k}\right) \text { for } A g_{i} \\ 0, & \text { accommodation is not desirable }\end{cases}
$$

8. Coordinated planning $\pi(S)_{p}$ and incentive $\sigma_{i}\left(R_{p}^{*}, \tilde{Y}_{p}\right)$, mechanisms, where $\pi(S)_{p}$ is a plan based on information $S$, in hierarchical games with information exchange 10 (games by B.Yu. Germeier). The incentive function $\sigma_{i}\left(R_{p}^{*}, \tilde{Y}_{p}\right)$ depends on the equilibrium, according to Stackelberg, schedules $R_{p}^{*}$ and actions of agents $\tilde{Y}_{p}$ aimed at its implementation.
9. The domain model of requests and wishes of the agent $S_{p i}$ and the method of its identification (remap) with "soft" restrictions actually describes a set of directories of classifiers of roles, operations, resources: $\overline{C L}=\{\overline{C L R}, \overline{C L O}, \overline{C L R S}\}$, a set of elements of classifiers $C L R_{j b}, C L O_{j b}$, and a classifier of resources $C L R_{j b}$ for all works $l b \in \overline{J B}$ that are planned by the Center for based on common elements $\overline{C L R}, \overline{C L O}, \overline{C L R S}$ individual for differing specific portfolio $p$ projects; a set of assets $\bar{A}$, each of which has a corresponding use value $Z_{a}$, including all performers (agents) $\left\{A g_{i}\right\}$. Assets can belong to a certain class and (or) group a subset of roles (own a set of competencies) $A g_{i} \in\left\{C L R_{a g} \in C L R\right\}, i=1 \ldots N$.

## Criterion.

The problem under consideration uses a three-component optimality criterion $\bar{Q}=\left\{Q_{1}, Q_{2}, Q_{3}\right\}$, in which components can be distinguished: time, costs and the number of requests taken into account and wishes of schedulling executors.

Elements of the criterion: time $Q_{1}=\sum_{i=1}^{L} t_{l}^{c r} \rightarrow \inf$, where $t_{l}^{c r}$ is the duration $l$-th $(l-$ the serial number) of work on the critical paths of the multigraph $\overline{G M}=\left(\overline{V_{d m}} ; \overline{E_{d m}}\right)$; costs, $Q_{2}=\sum_{j=1}^{M} z_{j}^{A} \rightarrow \inf$, where $z_{j}^{A}$ is the cost of using the $j$-th asset, which is schedulled for the execution of schedule activities; the number of unfulfilled soft constraints ( $A g_{i}$ - requests and wishes of the agent), $Q_{3}=\sum_{\gamma=1}^{V} \mu_{i \gamma} \rightarrow \inf , \mu_{i \gamma}=f\left[S_{p i}[d,(t+\Delta t)]\right]$.

## Required.

To form an optimal $Q$, according to the criterion, coordinated work schedule with assets (resources) $\bar{A}$ tied to them, which satisfies all regulatory requirements and restrictions. Formation of a detailed solution of the problem shown above is beyond the scope of this
article. A detailed description of the mechanisms for constructing consistent schedules in hierarchical systems is a separate time-consuming and interesting task, which, due to a limited volume, cannot be considered here. Let us present in an enlarged way the main basic stages of solving the problem of multiproject planning, which can be performed on a computer, they are partially described in [11, 12]. Modern high-level programming languages such as C++, C\#, Java, Python, Javascript are suitable for solving the formulated non-trivial task. The main parts of this procedure are presented below.
B. Stage of formation of project connectivity domains. The connected domain $d m_{j} \in \overline{D M}$ is actually a space that contains a collection (set) of interconnected nodes of the digraph $\nu_{j} \in \bar{V}$. To determine this domain, some starting point (base neighbourhood) is required, from which the execution of the search procedure on the graph is initiated. The ideal choice here is the set of initial nodes of the multigraph $\left\{\nu_{j=1}^{s t}, \nu_{j=2}^{s t}, \ldots, \nu_{j=n}^{s t}\right\} \in \bar{V}$ for which it is characteristic that the vector of parent nodes $\overline{V_{p r m}}$ in relation to them does not contain elements (empty set) $\nu_{j}^{s t} \rightarrow \overline{V_{p r m}} \in \bar{V}^{\text {def }}=\varnothing$. As a search procedure, it is permissible to use "deep" (deep search) or "wide" (wide search) search on a multigraph $\overline{G M}=\left(\overline{V_{d m}} ; \overline{E_{d m}}\right)$. The process of formation of connectivity domains in a multigraph (see Fig. (1) is shown in Fig. (2.
C. The stage of semantic clustering of problem connectivity domains. As you can see, the solution of the problem of the previous stage forms domains of interconnected nodes $\nu_{j} \in \bar{V}$ of the multigraph $\overline{G M}$, which contain common elements (vertices and arcs). The solution of the problem of clustering (unification of domains) according to a certain semantic attribute, condition will allow us to select both independent digraphs and form graphs that have common jobs. Clustering can be practiced according to the statements presented below. If the domains partially (weakly) intersect, while non-intersecting nodes have or do not have parents (children), then the multigraph contains common jobs. If domains partially (strongly) intersect, while non-intersecting nodes do not have parents (children), then there is a separate digraph that is not reduced to a network structure. Otherwise, we are dealing with a separate digraph, which is reduced to a network structure. An example of solving the problem of semantic clustering is shown in Fig. 3.


Fig. 2. Construction of connection domain of a digraph. Task solution: AA $\rightarrow$ $\{\mathrm{AA}, \mathrm{AB}, \mathrm{AC}, \mathrm{AD}, \mathrm{BD}\} ; \mathrm{BA} \rightarrow\{\mathrm{BA}, \mathrm{BB}, \mathrm{AD}, \mathrm{BC}, \mathrm{BD}\} ; \mathrm{CA} \rightarrow\{\mathrm{CA}, \mathrm{CC}, \mathrm{CD}, \mathrm{CE}, \mathrm{CF}, \mathrm{CG}\} ; \mathrm{CB} \rightarrow$ $\{\mathrm{CB}, \mathrm{CC}, \mathrm{CD}, \mathrm{CE}, \mathrm{CF}, \mathrm{CG}\} ; \mathrm{DA} \rightarrow\{\mathrm{DA}, \mathrm{DB}, \mathrm{DC}\}$

Further, in the course of solving the problem of multiproject planning, the digraph is reduced to a network form, when the structure does not contain cycles (the cycles are opened with the addition of fictitious jobs), and the set of end nodes of the digraph $\bar{G}=(\bar{V} ; \bar{E})$ is supplemented by initial and final nodes with fictitious connections.
D. The stage of bringing connectivity domains to a network structure. Determination of node vectors of terminal neighbourhoods $d m_{j}=\overline{D M}$ in each connectivity $\overline{V_{o k r}}=\bar{V}$ domain and supplementing them with fictitious jobs to form a network representalion (Fig. 4 ).

Let's consider more briefly the remaining stages.
E. Topological sorting of a multigraph nodes. Topological sorting of nodes of a multigraph $\overline{G M}=\left(\overline{V_{d m}} ; \overline{E_{d m}}\right)$, which results in a vector of nodes being ordered based on the position of the node in the overall topology of the graph. The sorting of the nodes of the digraph is performed according to the initial order given by the nodes and edges on the subset of vertices. The mechanism of topological sorting of a directed graph uses


Fig. 3. Solving the subproblem of semantic clustering. Task solution: AA $\rightarrow$ $\{\mathrm{AA}, \mathrm{AB}, \mathrm{AC}, \mathrm{AD}, \mathrm{BD}\} ; \mathrm{BA} \rightarrow\{\mathrm{BA}, \mathrm{BB}, \mathrm{AD}, \mathrm{BC}, \mathrm{BD}\} ; \mathrm{CA} \rightarrow\{\mathrm{CA}, \mathrm{CB}, \mathrm{CC}, \mathrm{CD}, \mathrm{CE}, \mathrm{CF}, \mathrm{CG}\}-$ "non-network" view; DA $\rightarrow\{\mathrm{DA}, \mathrm{DB}, \mathrm{DC}\}$


Fig. 4. An example of reduction to a network structure. Task solution: AA $\rightarrow$ $\{\mathrm{AA}, \mathrm{AB}, \mathrm{AC}, \mathrm{AD}, \mathrm{BD}\} ; \mathrm{BA} \rightarrow\{\mathrm{BA}, \mathrm{BB}, \mathrm{AD}, \mathrm{BC}, \mathrm{BD}\} ; \mathrm{CA} \rightarrow\{\mathrm{CA}, \mathrm{CB}, \mathrm{CC}, \mathrm{CD}, \mathrm{CE}, \mathrm{CF}, \mathrm{CG}\}-$ "non-network" view; DA $\rightarrow\{\mathrm{DA}, \mathrm{DB}, \mathrm{DC}\}$
the gradual removal of nodes that do not have parent elements, followed by the restoration of the graph. For this, the historical vector of previously removed elements (arcs, nodes) is used. Consequently, for some typical algorithm (synthesis, visualization), a normalized data structure is subsequently formed, which is subsequently used to unify the solution of particular problems.
F. Determining the terminal vertices of the multigraph. Determining the terminal vertices of the multigraph $\overline{G M}$, as well as the critical paths $\bar{G}=(\bar{V} ; \bar{E})$ for all digraphs included in the composition $\overline{G M}$.

The vertices correspond to the start (initial) and end nodes $\left\{\nu_{d m}^{s t}, \nu_{d m}^{n d}\right\} \in \bar{V}$ in the topologically sorted graph vector. Calculation of the time duration of critical paths for all digraphs $T_{d m}^{c p}$. The critical path is calculated using a time difference and a real number, which allows you to work in terms of calendar time and relative weights at the same time. This method also allows solving various logistical problems of laying paths, routes and building transport schedules.
G. Determination of an early date $t_{p}\left(e_{j}\right)$ for the completion of an event $e_{j}$. The early time required to complete all the work preceding this event $e_{j}$ (direct iteration) is determined in accordance with the expression:

$$
t_{p}\left(e_{j}\right)=\max \left(t_{p}\left(e_{i}\right)+\tau\left(e_{i}, e_{j}\right)\right) ; \quad\left(e_{i}, e_{j}\right) \in U_{e_{j}}^{+} ; \quad\left(e_{i}, e_{j}\right) \in \bar{E}
$$

where $t_{p}\left(e_{j}\right)$ - the early date of the event $i ; \tau\left(e_{i}, e_{j}\right)$ - duration (weight) of work between events $\left(e_{i}, e_{j}\right) ; U_{e_{j}}^{+}$- the set of jobs (directed arcs) related to the event $e_{j}$. Early dates can be determined using the ant colony, Edgar Dijkstra or Bellman - Ford algorithms [3, 4].
H. Determination the late date $t_{\Pi}\left(e_{j}\right)$ for the completion of an event $e_{j}$ (reverse iteration). It is defined as the point in time after which there is as much time left before the critical deadline as is necessary to complete all the work following this event:

$$
t_{p}\left(e_{j}\right)=\min \left(t_{p}\left(e_{i}\right)-\tau\left(e_{i}, e_{j}\right)\right) ; \quad\left(e_{i}, e_{j}\right) \in U_{e_{j}}^{-} ; \quad\left(e_{i}, e_{j}\right) \in \bar{E}
$$

where $t_{p}\left(e_{j}\right)$ - the early date of the event $e_{i} ; \tau\left(e_{i}, e_{j}\right)$ - duration of work between events $\left(e_{i}, e_{j}\right) ; U_{e_{j}}^{-}$- the set of jobs emerging from the event $e_{i}$.

The delay for an event is determined according to the expression:

$$
R S\left(e_{i}\right)=t_{\Pi}\left(e_{i}\right)-t_{p}\left(e_{i}\right) .
$$

I. Determination of the total delay for work. Determination of the total delay for work - in fact, the maximum duration by which work can be delayed or increased in its duration, without changing the critical period:

$$
R S_{\Pi}\left(e_{i}, e_{j}\right)=t_{\Pi}\left(e_{j}\right)-t_{p}\left(e_{i}\right)-\tau\left(e_{i}, e_{j}\right)
$$

J. Determining the delay for work. Determining the delay for work - the maximum amount of time by which the duration of this work can be increased without changing the initial dates of subsequent work, provided that the previous event occurred at its early date:

$$
R S_{C}\left(e_{i}, e_{j}\right)=t_{p}\left(e_{j}\right)-t_{p}\left(e_{i}\right)-\tau\left(e_{i}, e_{j}\right)
$$

Consistent implementation of all the stages considered above makes it possible in practice to generate schedules for organizations engaged in multi-project activities in automatic or automated mode. That will allow you to create a new generation of project management tools.

## Conclusion

The article discusses the main stages of automatic schedulling in the problem of multiproject planning. The implementation of these stages using high-level planning languages (C++, C\#, Java, Python, etc.) will allow developing tool-software tools for planning the activities of enterprises, organizations of a fundamentally new level, the distinguishing feature of which is the focus on complex design and process activities, support for mixed and parallel planning. Separate elements of the presented enlarged schedulling procedure are implemented in the software developed by the authors, including the TmBuilder coordinated schedulling system (13].
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#### Abstract

Аннотация Важный фактор повышения качества планирования - построение расписаний в проектной, производственной и экономической деятельности. Целесообразно использовать автоматизированные процедуры построения расписаний. Следует отметить, что некоторые теоретические и прикладные аспекты их формирования хорошо проработаны и описаны в литературе. Тем не менее в реальной практике деятельности человеческих коллективов очень распространен случай, когда проектные или производственные группы одновременно работают с несколькими проектами. Поэтому задача автоматизированного построения расписаний для мультипроектной деятельности является актуальной. В статье рассмотрены новые подходы и механизмы разработки программно-инструментальных средств автоматизированного составления расписаний для мультипроектной деятельности, которые были опробованы авторами при создании соответствующего программного обеспечения.
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